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Introduction

Nowadays,  personalization  is  increasingly  becoming  a  crucial  factor  in  many  areas  of  life  including
education, health care and television. Almost every service is designed to accommodate preferences and
expectations that are usually different between individuals. It is believed that personalization in education
raises  motivation  and interests  of  students,  which  are  critical  success  factors  in  the  learning process.
Personalized support for students becomes even more important, when learning takes place in open and
dynamic  learning  and  information  network  environments.  In  this  context,  a  manually  performed
personalization  is  too  time  consuming and thus  the  use  of  information  technologies  appears  to  be  a
necessity in personalized education. Over time, several Educational Adaptive Hypermedia Systems (EAHS)
namely Interbook (Brusilovsky et al., 1998), AHA! (De Bra & Calvi, 1998) or APeLS (Conlan, 2005) were
developed, which aimed at addressing personalization issues in learning context. EAHS build a model of
the goals, preferences and knowledge of each student and use this model throughout the interaction with
the student in order to adapt the system as well as the learning content to the needs of that student.

Although  personalization  in  educational  settings  is  well  advanced,  it  is  still  neglected in  assessments.
Assessment  is  defined as  any  systematic  method of  obtaining  evidence  by  posing  questions  to  draw
inferences about the knowledge, skills, attitudes and other characteristics of people for a specific purpose
(Shepherd & Godwin, 2004). Stand-alone applications that are designed to be delivered across the web for
assessing  students'  learning  are  called  online-assessments.  Online-assessments  enable  the  assessors
observing and automatically evaluating students’ progress. This results in reduced economical costs by cost
savings in room and staff necessary for supporting and correcting, time savings in correcting the results as
well  as  material  savings  through  digitalization.  Furthermore,  online-assessments  provide  improved
reliability, because automated marking is much more reliable than human marking and enable enhanced
question styles, which incorporate interactivity and multimedia. The integration of pictures, sounds and
videos  in  online-assessment  improves  the  clearness  of  questions  and  tests  by  the  use  of  interactive
scenarios and simulations. From the students’ point of view, online-assessments help to learn by providing
instant  and  detailed  feedback,  which  serve  as  motivation  and  learning  aid.  Additionally,  online-
assessments  offer  students  increased  flexibility  with  respect  to  location  and  timing.  But  online-
assessments have reached their limits when it comes to considering individual and social aspects. A fully
automated process and the loss of personal contact and support can be frustrating for the students and
thus can cause the feeling of getting lost in the masses.

Although several online-assessment systems indicate some aspects of personalization (Brusilovsky et al.,
2004; Cheniti-Belcadhi et al.,  2008; Conejo et al.,  2004), personalized assessment goes a step further.
Issues such as subjects of the tasks, levels of difficulty and feedback should be adapted to the students’
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individual context, prior knowledge and preferences.

With  respect  to  feedback  adaptation,  only  a  few  studies  were  investigated:  Lütticke  (2004)  has
experimentally  demonstrated  the  effectiveness  of  feedback  adaptation  in  a  problem-solving  task.  He
adapted the content of feedback to the students’ individual errors, knowledge, preferences in support and
progress  in  solving  the  problem.  The  experiments  showed that  80%  of  the  students  favour feedback
adaptation  and most  of  them  wish  to  have  more  adaptive  feedback.  Chuang  and O’Neil  (2006)  also
performed a study to investigate various types of feedback. More than 120 students were asked to search a
web environment of information and to improve a knowledge map. The study clearly showed that students,
which got adaptive feedback, performed better than students, which got no adaptive feedback. To summing
up,  the  results  of  the  experiments  seem  to  suggest  that  the  perspectives  of  feedback  adaptation  for
web-based systems are promising, in particular for online-assessment systems.

These were the reasons why the authors have decided to investigate adaptive (online-) assessment systems
providing  personalized  feedback.  The  focus  in  this  paper  is  to  analyze  the  incorporation  of  feedback
personalization in adaptive assessment systems and possibly to point out potential areas for improvement
in this respect.

The  remainder of  the  paper is  organized as  follows:  The  second chapter gives  an  insight  in  feedback
research and proposes a 3-dimensional feedback classification. The third chapter describes four existing
AASs (SIETTE, PASS, CosyQTI and iAdaptTest) and provides an analysis of these systems according to the
previous  defined feedback  classification.  The  fourth  chapter investigates  thinking skills  as  well  as  how
these systems address these skills. The fifth chapter discusses these findings and concluding remarks and
references complete the paper.

It is important to note that the term student in this paper means everybody aiming at acquiring, absorbing
and exchanging knowledge, whereas learning is to be understood likewise. Hence, the explanations and
conclusions in this paper are not limited to typical teacher-student relationships, but also applicable to any
kind of knowledge provider and knowledge consumer.

Feedback Research

Feedback  plays  an  important role  not only in  education  but also  in  various  fields  of  science  including
psychology,  biology and economics.  Generally,  feedback  is  studied within human-computer interaction
based upon two problems: how to organize feedback to the user and how to predict and process feedback
from the user (Vasilyeva et al., 2007). The focus of this paper lies on the former problem. In education, the
main aim of feedback can be defined as informing and motivating the student to increase their effort and
attention.  Further,  feedback  is  fundamental  for information  systems  design,  because  it  constitutes  an
important part of how users experience a system (Sharp et al.,  2007).  Adequate feedback increases the
users feeling of being in control (Benyon et al., 2005). In the case of personalized support for students,
feedback would indicate whether the student actually is learning and keeping the right track. As such, it can
make the difference between using and not using a system.

Kulhavy and Wagner (1993) introduced the concept of a feedback-triad, which included three definitions of
feedback:  feedback as a motivator for increasing response  rate  and/or accuracy,  feedback reinforcing a
message that would automatically connect responses to prior stimuli and feedback providing information
that students  could use to  validate  or change a previous response.  The study clearly  demonstrates the
nature  of  the  feedback  problem. The users stated that feedback  should function and be  analyzable  on
several  levels:  as  a  motivator,  provider  of  information  and  reinforcement.  Black  and  Wiliam  (1998)
distinguished four elements of a feedback system: data on the actual level of some measureable attribute
(students’  answer to  a  question),  data  on  the  reference  level  of  that  attribute  (the  correct  answer),  a
mechanism for comparing the two levels and generating information about the gap between the two levels
and a mechanism by which the information can be used to alter the gap (as it presents help to a student in
the  case  of  an  incorrect answer).  Iahad et  al.  (2004)  defined feedback  as  rich,  if  it  provides  feedback
through  automatic  grading,  if  it  provides  correct  answers  and if  it  refers  the  students  to  the  learning
content, which explains the correct answers.

In  the  literature,  different  types  of  feedback  classifications  have  been  presented.  A  short  excerpt  is
presented in the following: According to Kulhavy and Stock (1989), effective feedback provides the student
with two types of information: verification and elaboration. Verification is the simple judgment of whether
an answer is correct or incorrect, while elaboration is the informational component providing relevant cues
to  guide  the  student toward a  correct answer.  Elaborative  feedback  can  be  used in  form of  hints  and
represents a kind of stimuli towards the correct answer. Feedback elaboration is typically informational,
topic-specific or response-specific. Moreover, feedback can take on many forms depending on the levels of
verification  and  elaboration  incorporated.  According  to  Mason  and  Bruning  (2001),  feedback  can  be
distinguished  into:  no-feedback,  knowledge-of-response,  answer-until-correct,  knowledge-of-correct-
response,  topic-contingent  and  response-contingent.  No-feedback  simply  provides  students  with  the
performance  score  with  no  reference  to  individual test items.  This  minimal level  of  feedback  contains
neither  verification  nor  elaboration,  but  simply  states  the  students’  number  or  proportion  of  correct
responses. Knowledge-of-response tells students whether their answers are correct or incorrect. While this
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type  of  feedback  is  essential  for verification  purposes,  it  does  not provide  any information  that would
extend  the  students’  knowledge  or  provide  additional  insight  into  possible  errors  in  understanding.
Answer-until-correct feedback provides verification but no elaboration and requires the student to remain
on the same test item until the correct answer is given. Knowledge-of-correct-response feedback provides
individual  question  verification  and supplies  students  with  the  correct answer,  but does  not offer any
elaborative  information.  Topic-contingent  feedback  provides  item  verification  and  general  elaborative
information concerning the target topic. Response-contingent feedback gives response-specific feedback
that explains why the incorrect answer was wrong and why the correct answer is  correct.  According to
Dempsey  and Wager  (1988),  feedback  can  also  be  classified  into  immediate  and delayed.  Immediate
feedback is presented to the student immediately after the answer is given. In contrast, delayed feedback is
presented  after  a  specified  delay  interval  during  testing.  In  addition,  feedback  can  be  differentiated
according to the form of presentation used: textual, graphical, auditory and animated or a combination of
these (Sharp et al., 2007). Textual feedback like ‘ok’ or ‘well done’ in case of correct answer and ‘no’ or ‘try
again’ in the opposite case is the most commonly used form of feedback presentation. Graphical feedback is
often  used in  computer games  and illustrates  the  completed levels  or progress.  Animated feedback  is
typical used in multimedia systems as well as computer games. For a more comprehensive overview of
feedback classifications, reference is made to Mory (2004) and Vasilyeva et al. (2007).

Analyzing  the  different  feedback  classifications,  feedback  can  be  categorized  into  three  dimensions:
response, occurrence and presentation. These facts are graphical represented in Figure 1.

Feedback plays a central role in the assessment process, because it provides information about the current
areas  of  strength  and weakness  of  the  particular students.  Feedback  can  be  regarded as  the  so  called
speaking  tube  of  the  question  and  test  evaluation  and  thus  able  to  communicate  the  result  of  the
assessment to the students as well as other information, which may contain reasons for incorrect answers,
hints or advices for continuing the assessment. The next chapter investigates how four established AASs
deal with feedback and especially how comprehensive they cover the three dimensions of feedback.

Figure 1 Dimensions of Feedback

Adaptive Assessment

There is a demand towards personalization in online-assessment to take care of the individual needs and
avoid treating all students in the same manner. An AAS poses one way to realize personalization in online-
assessments. AASs and technologies are used to test students at their current knowledge level and change
their behaviour and structure  depending on the  students’  previous responses,  individual context,  prior
knowledge and preferences. There are two types of adaptive techniques that can be applied in AASs namely
adaptive testing (Wainer et al.,  2000; Linden & Glas,  2000) and adaptive questions (Pitkow & Recker,
1995).

Adaptive Testing

The  adaptive  testing  technique  involves  a  computer-administered  test  in  which  the  selection  and
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presentation of each question and the decision to stop the process are dynamically adapted to the student’s
performance  in  the  test.  The  technique  uses  a  statistical  model,  mostly  the  Item  Response  Theory
(Hambleton et al.,  1991), to estimate the probability of a correct answer to a particular question and to
select an appropriate question accordingly. Appropriate questions are selected from a pool of questions so
that their difficulty matches the students’ estimated level of knowledge. The questions that provide most
amount of information about the current knowledge level of the student are usually those with difficulty
similar to  the  students’  knowledge  level  (Bloom et al.,  1956).  An  advantage  of  adaptive  testing is  that
questions, which are too difficult or too easy, are removed. Thus, the technique ensures that the student
only sees questions  that are  very  close  to  his  or her level of  knowledge.  However,  the  technique  only
supports multiple-choice or true-false questions. It is not designed for advanced question types. Several
approaches exploit the technique of adaptive testing such as SIETTE (Conejo et al., 2004) and PASS (Gouli
et al., 2002).

SIETTE is one of the first web-based tools, which assists authors of questions and tests in the assessment
process and adapts to the students’ current level of knowledge. The system uses Java Applets for authoring
and presenting adaptive tests. In SIETTE, the selection of questions is based on a function that estimates
the probability of a correct answer to a particular question, which leads to an estimation of the students’
level  of  knowledge.  The  question  with  the  highest  probability  will  be  posed.  Although  SIETTE  infers
students’ knowledge level through adaptive testing and presents questions to the student adapted to the
current level of knowledge, the system has some disadvantage in terms of estimating students’ knowledge
level separated to the particular topics in a test. It mainly uses multiple-choice questions and provides only
insufficient support in terms of feedback and help.

PASS (Personalized ASSessment)  is  a  web-based assessment module,  which  can  be  integrated into  an
adaptive  educational  hypermedia  system  to  provide  personalized  assessment.  The  system  estimates
students’  performance  through  multiple  assessment options  (pre-test,  self-assessment and summative
assessment)  tailored  to  students’  responses.  The  system  enables  the  educators  to  define  assessment
specifications and to have a detailed overview of the students’ performance and progress. Advantageous of
PASS is the consideration of the students’ navigational behaviour, the re-estimation of the difficulty level of
each question at any time it is posed as well as the consideration of the importance of each educational
material page. However, the feedback provided to the students is not adapted to their performance and
thus lacks personalization.

Adaptive Questions

The  adaptive  questions  technique  defines  a  dynamic  sequence  of  questions  depending  on  students’
responses. The technique defines rules, which allow selecting questions dynamically. The defined rules are
linked, for example, to the response of the student and an overlay student model, which represents student
knowledge of  different concepts and topics.  Based on these rules and the last response of  the student,
appropriate questions can dynamically be selected at runtime. The technique of adaptive questions offers
more flexibility than the technique of adaptive testing, because authors of tests are given the flexibility to
express  their  didactical  philosophy  and  methods  through  the  creation  of  appropriate  rules.  Several
approaches  exploit  the  technique  of  adaptive  questions  such  as  CosyQTI  (Lalos  et  al.,  2005)  and
iAdaptTest (Lazarinis et al., 2009).

CosyQTI is a web-based tool for authoring and presenting adaptive assessments based on IMS QTI (2006),
IMS LIP (2005) and IEEE LTSC PAPI (2001) learning standards. The system consists of a student model, a
domain model and a rule model. The student model contains information such as the goals, preferences,
qualifications,  knowledge  estimations  and usage  data  of  each  student.  The  domain  model  follows  the
IEEE/ACM  vocabulary  structure  and  allows  educators  of  various  disciplines  utilizing  the  system.
Adaptation  decisions  are  set by  the  educators  during the  authoring phase  by  defining IF  <condition>
THEN <action> rules, which are contained in the rule model. Moreover, CosyQTI allows students to access
parts of their profile and to raise the awareness of their current knowledge, strengths and weaknesses. The
advantages of CosyQTI are the conformance to different established standards and specifications, which
make the system interoperable with other standard-compliant learning tools and systems. Moreover, the
open information policy leads to enhanced learning, but there are still some problems with authoring and
selecting questions. Regarding the authoring of questions, the limited rule system and the few question
types restrict the incorporation of didactic philosophy and methods. Besides, the use of feedback in the
assessment  process  is  rather  limited.  In  terms  of  question  selecting,  CosyQTI  is  relatively  weak  in
estimating and representing students’ current knowledge level.

iAdaptTest is a desktop-based modularized adaptive testing tool conforming to the IMS QTI (2006), the
IMS LIP (2005) and XML Topic Maps (2001) in order to improve the reusability and interoperability of the
data. The data are stored in distinct files and can independently be shared across different learning tools
and systems. Although iAdaptTest is entirely based on established standards and specifications, the system
has still some problems. The first one is that it has been implemented as a Microsoft Windows application,
which means that it can only be used on Microsoft Windows operation systems. In addition, iAdaptTest
provides only a few question types and the implemented feedback and help is rather simple and does not
enable personalized support.

Comparison of Adaptive Assessment Systems towards
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Feedback

The comparisons between the above mentioned AASs according to the different feedback classifications are
provided in  Table  1.  The  table  above  shows  that each  of  the  AAS provides  possibilities  to  incorporate
feedback in the assessment process. However, the use of feedback techniques is limited. According to type
of  information  (response),  almost all  systems  are  limited to  the  use  of  knowledge-of-correct-response
feedback. Thus, the respective systems only provide verifying information in form of correct responses.
This type of feedback provides no elaborative information, for example, the part of the course, in which the
subject of the question is described. According to the way of presentation, all systems use the textual way of
presenting feedback. The authors of the systems are restricted to use several words like “ok”, “well done” or
“not correct, try again” as the form of presenting feedback. According to the time of occurrence, all systems
are restricted to immediate feedback. This means that feedback to the student is given immediately after
answering and not delayed during testing.

As a result, SIETTE, PASS, CosyQTI and iAdaptTest provide possibilities to incorporate feedback in the
assessment process, but they only use a limited set of feedback techniques (see Table 1) and do not take
into account any students’ individual characteristics or needs. This results in not exploiting the potential of
personalization that feedback actually has. In order to determine the reasons for that, the next chapter will
investigate thinking skills as well as how SIETTE, PASS, CosyQTI and iAdaptTest address these skills.

Table 1   Comparison of Adaptive Assessment Systems towards Feedback

Dimension SIETTE PASS CosyQTI iAdaptTest

Response

Response-contingent     

Topic-contingent     

Knowledge-of-correct-response x x x x

Answer-until-correct     

Knowledge-of-response     

Presentation

Textual x x x x

Graphical     

Animated     

Auditory     

Occurrence

Immediate x x x x

Delayed     

Thinking Skills

The  term  thinking  skills  refers  to  the  human  capacity  to  think  in  conscious  ways  to  achieve  certain
purposes.  Such  processes  include  remembering,  questioning,  forming  concepts,  planning,  reasoning,
imagining, solving problems, making decisions and judgments as well as translating thoughts into words
(Fisher,  2006).  Thinking skills  were  conceptualized in  a number of  ways  and at present there  is  little
consensus with regard to the actual term. But, it is generally agreed that thinking skills can roughly be
divided into lower-order (LOTS) and higher-order thinking skill (HOTS). HOTS are grounded in LOTS and
linked to prior knowledge (King et al.,  1998). HOTS include critical thinking, problem solving, decision
making and creative thinking (Lewis & Smith, 1993). These skills are activated when students encounter
unfamiliar problems, uncertainties, questions or dilemmas. Successful applications of these skills result in
explanations,  decisions  and performances  that are  valid within  the  context of  available  knowledge and
experience and promote continued growth in higher-order thinking as well as other intellectual skills.

In this paper, the efforts undertaken by Benjamin Bloom were used to differentiate thinking skills. In the
50s of the last century, he led a team of educational psychologists trying to analyze and classify the varied
domains  of  human  learning (cognitive,  affective  and psychomotor).  The  efforts  resulted in  a  series  of
taxonomies  in  each  domain,  known  today  as  Bloom's  taxonomies  (Bloom et  al.,  1956).  The  cognitive
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domain  involves  knowledge  and  the  development  of  intellectual  skills.  In  this  domain,  Bloom  et  al.
distinguish  between  six  different  levels  namely  knowledge,  comprehension,  application,  analysis,
synthesis and evaluation. The first three levels are referred to as LOTS and the last three levels are referred
to as HOTS (King et al., 1998). More than 50 years later, Bloom’s taxonomies of the cognitive domain were
revised by Anderson and Krathwohl (Anderson et al., 2001). Differences are the rewording of the levels
from nouns  to  verbs,  the  renaming of  some  of  the  components  and the  repositioning of  the  last  two
categories (see Table 2).

Table 2   Taxonomies of the Cognitive Domain

Bloom (1956) Anderson and Krathwohl (2001)

Knowledge Remember

Comprehension Understand

Application Apply

Analysis Analyze

Synthesis Evaluate

Evaluation Create

 
The lowest, so called remembering level requires the students to recall and recognize terms and their place
in a particular domain. The understanding level requires the students to inherit information from these
terms by interpreting, summarizing or inferring. The applying level requires the students to use a learned
topic in an appropriate situation. The analyzing level requires the students to separate the parts of a whole
and to  understand the  relationships  in  between.  The  evaluation  level  requires  the  students  to  make
judgments based on criteria and standards through checking and critiquing and the creation level requires
the students to combine parts to create a new whole, where that whole is not apparent before creation. But,
the major differences are the addition of how the taxonomy intersects and acts upon different types and
levels  of  knowledge,  namely  factual,  conceptual,  procedural  and meta-cognitive  (see  Table  4).  Factual
knowledge is knowledge that is basic to specific disciplines. It encompasses essential facts, terminology or
details students must know order to understand a discipline or solve a problem. Conceptual knowledge is
knowledge about the interrelationships among the basic elements within a larger structure that enable
them to function together. Procedural knowledge is knowledge that helps students to do something. It
consists  of  criteria  for using skills,  algorithms,  techniques  and methods.  Meta-cognitive knowledge  is
knowledge of cognition in general as well as awareness of one’s own cognition.

Assessing Thinking Skills

Assessment is regarded as very useful for measuring LOTS such as recall and interpreting of knowledge,
but seen as insufficient for assessing HOTS such as the ability to apply knowledge in new situations or to
evaluate  and  synthesize  information.  But,  this  need  not  be  the  case.  Sugrue  (1995)  identified  three
response  formats  for measuring HOTS namely  selection,  generation  and explanation.  Selection  means
using simple  question  types  such  as  multiple-choice  and matching for  identifying  the  most  plausible
assumption or the most reasonable inference. Generation means using advanced question types, which let
students more creativity in  answering,  such  as free-text answers,  essays and interactive and simulative
tools for measuring HOTS and explanation means giving reasons for selection or generation of a response.
This is often realized by asking for an additionally written justification of the answer.

In addition to  the even explained response formats,  it is  crucial that the students have sufficient prior
knowledge, because it serves as basis for using their HOTS in answering questions or performing tasks. For
that reason, assessments that address HOTS should adapt for diverse student needs. They should support
at the beginning and then gradually turning over responsibility to the students to operate on their own
(Kozloff & Wilmington, 2002). This limited temporary support helps students develop HOTS.

As  it  is  generally  agreed that assessment systems and in  particular AASs  are  able  to  assess  LOTS (for
example, recall and interpreting of knowledge), in the following, special attention is laid on the assessment
of HOTS by SIETTE, PASS, CosyQTI and iAdaptTest.

Comparison of Adaptive Assessment Systems towards the
Assessment of Higher-order Thinking Skills

As mentioned earlier, there are three response formats for measuring HOTS namely selection, generation
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and explanation. As the presence of these formats indicate the potential for addressing HOTS during the
assessment process,  the  comparison  was  focused on  these  criteria.  The  results  of  the  comparison  are
provided in Table 3. The table shows that that each of the AAS is limited to the selection response format.
That  means  that  they  only  provide  simple  question  types.  SIETTE  and  PASS  only  admit  traditional
multiple-choice questions without any written justification (explanation). This is due to the fact that they
use the technique of adaptive testing, which only supports multiple-choice or true-false questions and is
not  designed  for  advanced question  types  (generation).  CosyQTI  allows  creating  true-false,  multiple-
choice, single-,  multiple and ordered response as well as image hot spot questions. The question types
provided by iAdaptTest are similar to CosyQTI, namely true-false, single-, and multiple-choice, gap match
and  association.  As  CosyQTI  and  iAdaptTest  follow  the  adaptive  questions  technique,  they  are  less
restricted in  providing advanced question types  compared to  SIETTE and PASS. However,  they do not
allow the creativity in answering as required by the generation response format. Additionally, both systems
do not include any form of question justification necessary for the explanation response format.

Table 3   Comparison of SIETTE, PASS, CosyQTI and iAdaptTest towards the Assessment of Higher-order Thinking
Skills

Response Format SIETTE PASS CosyQTI iAdaptTest

Selection x x x x

Generation     

Explanation     

 
Summarized, this means that although all analyzed AASs can be used for measuring some specific HOTS
such as deduction, inference and prediction, they are inappropriate for measuring skills on the evaluation
and creation  level.  With  respect  to  the  taxonomies  presented above,  the  potential  of  these  AASs  for
assessing thinking skills is presented in Table 4. The table illustrates that SIETTE, PASS, CosyQTI and
iAdaptTest have the potential for assessing thinking skills on the remembering, understanding, applying
and limited on the analyzing level in all knowledge dimensions.

Table 4   Taxonomy Matrix of SIETTE, PASS, CosyQTI and iAdaptTest (adapted from Anderson et al.)

 Cognitive Process Dimension

LOTS HOTS

Remember Understand Apply Analyze Evaluate Create

Knowledge
Dimension

Factual x x x (x)   

Conceptual x x x (x)   

Procedural x x x (x)   

Meta-cognitive x x x (x)   

Discussion

Each of the AASs investigated, presented and compared in this paper estimates the knowledge level of each
student  and  based  upon  the  system  selects  appropriate  questions  using  different  approaches  and
techniques. There are many systems using the number of questions answered correctly and the difficulty
level of answered questions, such as SIETTE and PASS. By contrast, other systems such as CosyQTI and
iAdaptTest define rules, which allow selecting questions dynamically.

Although the majority of these systems tailor the selection of question within the assessment process to
the knowledge level of each student, personalization with regard to feedback is almost entirely disregarded.
The comparison of these systems towards feedback substantiates this statement. All systems are restricted
to  provide  knowledge-of-correct-response  feedback.  They  usually  provide  feedback  in  forms  of  simply
telling if the answer is correct, not correct or partially correct as well as giving the correct answer. Although
knowledge-of-correct-response feedback not only provides feedback regarding whether the answer was
received or not (knowledge-of-response),  but also  whether the  answer was  correct or not,  it  does  not
provide  additional  information.  But  elaborative  feedback  is  essential  when  striving  for  implementing
feedback that is  adapted to the individual students’ context.  Elaborative feedback could be realized, for
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example, through a virtual coach, which appears at the end of a question block and presents a summary of
completed questions as well as hints or advices for continuing the assessment. This intensifies the dynamic
behaviour of the system resulting in the feeling of the students to communicate with another actor. This
can be compared with  oral examinations,  in which the assessor provides additional information that is
important for completing the task, but does not immediately offer the correct solution. This fact can be
verified by referring to Kulhavy and Stock (1989). They demonstrated significant improvements in learning
using elaborative feedback. Concerning the timing of the feedback, some researchers argue that immediate
feedback is needed to maintain the students’ attention and motivation (Corbett & Anderson, 2001), while
in earlier research others have shown that delayed feedback can contribute to better retention and transfer
of  skills  (Kulhavy  &  Anderson,  1972).  Osborne  and  Winkley  (2006)  also  stated  that  a  good online-
assessment system provides the student with  immediate  and relevant feedback at the point of  error in
order to  take advantage of  the lessons learned.  As analyzed above,  all investigated AASs are limited to
provide immediate feedback. They present the feedback to the student immediately after the answer is
given. Although immediate feedback seems to be more effective than delayed feedback, they could benefit
from each other if immediate verification feedback is combined with delayed elaborative feedback. This
enables students to have immediate knowledge about the correctness of their response, but they still have
time to think about errors before elaborative information is given. With respect to the way of presenting
feedback, all investigated AASs make use of textual feedback and do not provide possibilities to integrate
other forms of feedback presentation like graphics, animations, videos or sounds. But with respect to a
personalization  of  feedback,  these  forms  are  of  particular  importance.  Czerwinski  and Larson  (2003)
argued that  these  forms  of  feedback  increase  the  attention  and can  motivate  the  students.  It  is  also
important to note that the provision of feedback must be carefully provided in order to prevent unintended
influence of the student. The feedback should not affect the students in such a way that they are no longer
able  to  answer  questions  independently,  but  instead  make  their  decisions  according  to  the  provided
information.

As shown, feedback has an enormous potential in realizing personalization in assessments. But, what are
the  reasons  of  SIETTE,  PASS,  CosyQTI and iAdaptTest to  not  making use  of  them.  On  this  account,
thinking skills their addressing by these AASs were investigated. As a result, SIETTE, PASS, CosyQTI and
iAdaptTest are able to assess LOTS, but they are inappropriate for measuring skills on the evaluation and
creation level (HOTS). But, learning in the twenty-first century is about integrating and using knowledge
and not  just  about  acquiring  facts  and procedures  (Fadel  et  al.,  2007).  For  example,  in  engineering
education, the students should be able to develop new technical systems. For that, they have to combine
parts to create a new whole and to evaluate the results appraisingly (Wuttke et al., 2008). Furthermore,
HOTS are  essential  for success  not  only  in  learning,  but also  in  life  (Fisher,  2006).  Due  to  that fact,
assessment systems  and in  particular AASs  need to  evaluate  not just the  students'  factual  knowledge
(LOTS), but also their problem-solving and reasoning strategies (HOTS), which are currently left to oral
examinations or project work. In addition to use the explained response formats (selection, generation and
explanation)  for addressing HOTS,  it  is  crucial that assessments  adapt for diverse  student needs.  This
limited temporary support helps students develop HOTS. As SIETTE, PASS, CosyQTI and iAdaptTest do
not  really  address  HOTS  (see  Table  4),  it  is  not  surprising  that  they  do  not  exploit  the  potential  of
personalization that feedback actually has (see Table 1). Finally, it can be stated that when striving for the
assessment of HOTS of students, personalized support and in detail personalized feedback is essential.

Conclusions and Future Work

The objective of this paper was to analyze the incorporation of feedback personalization in AASs (SIETTE,
PASS, CosyQTI and iAdaptTest) and possibly to point out potential areas for improvement in this respect.
The analysis was caused by an understanding of the need of assessment adapted to the students’ individual
context,  prior knowledge and preferences. Taking into account such criteria in order to personalize  the
assessment may result in more valid assessments and in particular in more objective assessment findings.
Although these systems adapt the assessment process of  each student resulting in presenting different
questions they still enable a better comparability between different individuals, because each individual
would be more correctly assessed. Moreover, they reveal the current areas of strength and weakness of the
students more precisely.

The results of the analysis pointed out that SIETTE, PASS, CosyQTI and iAdaptTest provide possibilities to
test students at their current knowledge level and change the systems’ behavior and structure depending
on  the  students’  responses  and  detected  abilities.  But  as  shown,  personalization  of  feedback  is  still
insufficiently implemented or even not addressed in these systems. Reasons for that could be found in
analyzing the thinking skills assessed. As shown, SIETTE, PASS, CosyQTI and iAdaptTest only address
LOTS and are not appropriate for assessing HOTS. But, as learning in the twenty-first century is about
integrating and using knowledge and not just about acquiring facts  and procedures,  the  assessment of
HOTS is  becoming  increasingly  important.  Moreover,  AASs  are  in  response  to  the  emerging  need of
personalization while assessing HOTS.

Future work of the institution of the main author will address these issues by implementing a new AAS
providing personalized assessment  of  not  only  LOTS,  but  also  HOTS.  The  system  designers  will  take
advantage of the benefits of existing systems and compensate their disadvantages by taking into account
more sophisticated feedback techniques and methods. This development will result in providing feedback
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that  is  appropriate  for  the  students’  context,  knowledge  level,  individual  characteristics,  preferences,
behaviour and attentiveness. Thereby, the proposed feedback dimensions help identifying the potential of
personalization that feedback actually has.
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